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ABSTRACT

Supergiant fast-X-ray transients (SFXTs) are a sub-class of supergiant high-mass X-ray binaries hosting a neutron star accreting from
the stellar wind of a massive OB companion. Compared to the classical systems, SFXTs display a pronounced variability in X-rays
that has long been (at least partly) ascribed to the presence of clumps in the stellar wind. Here, we report on the first set of results
of an ongoing XMM-Newton observational program searching for spectroscopic variability during the X-ray flares and outbursts of
the SFXTs. The goal of the paper is to present the observational program and show that the obtained results are in agreement with
expectations, with a number of flares (between one and four) generally observed per source and per observation (20 ks-long, on
average). We base our work on a systematic and uniform analysis method optimized to consistently search for spectral signatures of
a variable absorption column density, as well as other parameters of the spectral continuum. Our preliminary results show that the
program is successful and the outcomes of the analysis support previous findings that most of the X-ray flares seem associated to
the presence of a massive structure approaching and being accreted by the compact object. However, we cannot rule out that other
mechanisms are at work together with clumps to enhance the X-ray variability of SFXTs. This is expected according to current
theoretical models. The success of these observations shows that our observational program can be a powerful instrument to deepen
our understanding of the X-ray variability in SFXTs. Further observations will help us to obtain a statistically robust sample. This
will be required to conduct a systematic analysis of the whole SFXT class with the ultimate goal being to disentangle the roles of the
different mechanisms giving rise to these events.
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1. Introduction

Supergiant fast-X-ray transients (SFXTs) are a sub-class of the
so-called classical supergiant X-ray binaries (SgXBs) in which
a neutron star (NS) accretes from the wind of its supergiant
OB companion1. At odds with classical systems, SFXTs display
a much more prominent X-ray variability, comprising sporadic
hour-long outbursts reaching ∼1037 erg s−1. In between the out-
bursts, SFXTs spend long intervals of time at a lower luminos-
ity state (∼1033−34 erg s−1), during which very frequent fainter
X-ray flares take place. These have a duration similar to that
of the brightest outbursts and are characterized by similar spec-
tral variations (see, e.g., Martínez-Núñez et al. 2017, for a recent
review).

Extrapolating from the widely accepted interpretation that
the X-ray variability of classical SgXBs is mostly associated
with accretion from the clumpy wind of the OB supergiant (see,
e.g., Walter et al. 2015, and references therein), it was originally
proposed that the SFXT phenomenology could be explained by
invoking wide elongated orbits and the presence of extremely
dense clumps in their stellar winds (see, e.g., in’t Zand 2005;
Negueruela 2010; Walter & Zurita Heras 2007). This idea has
been challenged by the discovery of SFXTs with short orbital
1 So far, the presence of a NS instead of a black hole in most of the
SFXTs is based on the spectral energy distribution in the X-ray domain
that in all cases is remarkably similar to that of X-ray pulsars. Pulsations
have been detected only in two out of the roughly ten known SFXTs.

periods (3–5 days) and the lack of any evidence supporting a
dichotomy in the properties of stellar winds in classical SgXBs
and the SFXTs (Lutovinov et al. 2013; Romano et al. 2014a;
Bozzo et al. 2015; Martínez-Núñez et al. 2017; Pradhan et al.
2018; Hainich et al. 2020).

The currently most agreed-upon scenario to explain the
SFXT behavior is the simultaneous combination of mechanisms
halting the accretion onto the compact objects for most of the
time (through, e.g., magnetic/centrifugal gating or assuming a
long-lasting “subsonic settling accretion regime”; Bozzo et al.
2008; Shakura et al. 2012, 2014) together with moderately dense
clumps which can temporarily restore accretion when they are
captured by the gravitational field of the compact object (see also
El Mellah & Casse 2017; El Mellah et al. 2018).

The presence of clumps around the neutron stars in SFXTs
can be observationally tested. A clump passing in front of
the NS without being accreted is expected to (at least partly)
obscure the X-ray source and its presence can therefore be
revealed by the signature of photoelectric absorption. Clumps
that are instead (at least partly) accreted by the NS lead
to a temporarily larger mass accretion rate, giving rise to
X-ray flares or outbursts characterized by an enhanced local
absorption (see, e.g., Bozzo et al. 2017, and references therein,
BZ17 hereafter). Events of source dimming associated with the
passages of clumps have been reported in several observations of
SFXTs (see, e.g., Rampy et al. 2009; Drave et al. 2013), while a
systematic investigation of the signatures of clumps during flares
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and outbursts of SFXTs has been presented by BZ17 exploiting
all XMM-Newton observations available up to 2017.

As shown by BZ17, the unique advantage of the X-ray Multi-
Mirror Mission (XMM-Newton Jansen et al. 2001) is to provide
the largest available effective area in the soft X-ray domain
to search for variations in the spectral properties of the X-ray
emission from SFXTs during the rise and decay from their
flares/outbursts on timescales comparable to the dynamics of the
clumpy wind accretion (i.e., ∼few 100–1000 s). For the anal-
ysis of all XMM-Newton data, BZ17 adaptively rebinned the
energy resolved light curves of all sources and used the measured
hardness-ratio variations to drive the selection of different time
intervals for the spectral extraction. The first interesting outcome
of their study was the apparent lack of correlation between the
dynamic range in the X-ray flux and in the absorption column den-
sity achieved by any of the observed sources. This was interpreted
as an important indication that accretion-inhibition mechanisms
are at work in the SFXTs and clumps cannot be the only ingredi-
ent to explain their extreme X-ray variability. The second outcome
was tentative evidence that lower absorption column densities are
measured at higher fluxes compared to low or intermediate fluxes.
If confirmed, this could prove that accreted clumps become photo-
ionized at the peaks of flares or outbursts and therefore the X-ray
spectral properties during these states can be used as probes of the
ionization status and density of the clump.

In order to consolidate the previous findings by BZ17, we
initiated an observational program in 2018 with XMM-Newton
to catch and perform spectral analysis of as many flares as pos-
sible from all known SFXTs. The goal is to collect a statistically
meaningful sample of flares over the coming years – for exam-
ple, at least ∼25–30 for each source – and to be able to carry
out a full statistical investigation of the properties of the flares
across the entire SFXT class (as indicated by BZ17). Long-term
studies of SFXTs have shown that an X-ray flare of moderate
intensity occurs on average every few thousand seconds (BZ17,
Romano et al. 2014b) and therefore XMM-Newton observations
of 20 ks in duration can be very effective in significantly increas-
ing the presently available database of these events observed
with the required sensitivity and spectral resolution.

In this paper, we report on the first ten observations obtained
between 2018 and 2019 from our ongoing XMM-Newton SFXT
monitoring with the goal of illustrating the potentialities of the
proposed program to be continued in the years to come until
a full statistically meaningful sample of flares is available for
each of the SFXT sources. We also show here that the availabil-
ity of several observations performed in the same mode (e.g.,
with the same XMM-Newton instrument setup) allowed us to
develop a largely automated and standardized analysis, obtain-
ing easily comparable results among the different flares from all
observed sources. We present our newly developed data-analysis
process in Sect. 2.1, together with a summary of all observa-
tions considered for this paper. We then describe our results
in Sect. 3 and discuss them in Sect. 4. We do not include in
this paper a summary of the literature results on the considered
SFXT sources, as these were already presented in recent reviews
(Martínez-Núñez et al. 2017) and in BZ17. This paper will serve
as a reference for the future developments of our monitoring pro-
gram and to support the extension of the program in the years to
come.

2. Observations and data analysis

All observations considered for this paper are listed in Table 1.
We have a total of ten observations performed in the direction

of as many confirmed SFXT sources. This is the ensemble of
the observations obtained since 2018 out of our ongoing mon-
itoring program. All observations have total exposure times of
roughly 20 ks (before filtering for the high background intervals,
see Sect. 2.1). We provide the details of the analysis of all obser-
vations in the following sections.

2.1. Data analysis process

For all observations used in this paper the EPIC pn (Strüder et al.
2001) was operated in full imaging mode, the EPIC-MOS1
(Turner et al. 2001) in small window mode, and the EPIC-MOS2
in timing mode. This instrument setup was chosen to cope with
the known unpredictably large changes in the X-ray luminos-
ity of the SFXTs within the timescale of several thousand sec-
onds. We extracted cleaned event lists in each observation using
the epproc and emproc tools provided within the SAS soft-
ware (version xmmsas_20190531_1155), respectively for the
EPIC pn and EPIC-MOS cameras (we adopted default parame-
ters for both tools). Up-to-date calibration files (November 2019)
were obtained from the XMM-Newton repository and used for
the data processing and the following analysis. We applied a
uniform data reduction and analysis recipes to all data sets. To
maximize the scientific outcome of each single observation, we
optimized some specific parameters as described in Sect. 2.2.
This is related to well-known issues with the highly variable
XMM-Newton background, which inevitably had to be dealt with
individually (although the analysis strategy for all observations
remains the same). We verified that no usable RGS data were
present for any of the observed sources due to the high absorp-
tion column densities that characterize their X-ray emission (see
Sect. 3).

To filter out the time intervals corresponding to the flaring
background from all data, we extracted the EPIC-pn count rate
in the 10–12 keV energy range in time bins of 100 s with the
standard quality flag (#XMMEA_EP && PATTERN==0). We fitted
the count rate histogram of the nonflaring part of the light curve
with a Gaussian. We then excluded all 100 s light-curve bins with
probability of less than 0.1% of belonging to the corresponding
normal distribution. This filtering criterion resulted in count-rate
limits of between 0.5 and 1.5 cts s−1. We visually inspected all
resulting light curves to check that in this procedure no flares
from the sources were erroneously filtered out. As the sources
are variable and it is essential for the following analysis to have
simultaneous data, we applied the same time-selection criteria to
all EPIC cameras.

In order to properly select the source and background extrac-
tion regions, we first obtained the detector images in the 1−9 keV
energy range for each observation and each EPIC camera using
squared image pixels with a size of 80 in detector plane units.
As the MOS2 is in all cases operated in timing mode, the image
of the central CCD was accumulated in RAWX and time bins
of 100 s. We centered the source-extraction region on the best-
known source coordinates (see Martínez-Núñez et al. 2017, and
references therein) and determined its radius as the region within
which the average number of photons per image bin is larger than
one. This criterion was chosen based on past experience to opti-
mize the spectral sensitivity (see BZ17). For the EPIC-pn, the
background region was in all cases located in the vicinity of the
source and characterized by a radius of 1200 detector units (we
always visually checked that the background extraction region
was free of serendipitous sources, not coincident with traces left
on the detector by out-of-time events, and endowed with a simi-
lar stray-light pattern as the target source, if any). For the MOS1

A73, page 2 of 11



C. Ferrigno et al.: Monitoring clumpy wind accretion in supergiant fast-X-ray transients with XMM-Newton

Table 1. Log of all observations used in this paper.

OBSID Target TSTART TSTOP Exp. (a) Flux (b) EHR
(UTC) (UTC) (ks) (10−12 cgs) (keV)

0823990201 IGR J18483−0311 2019-04-07 03:40:03 2019-04-07 13:33:11 23.3 47.9 3.0
0823990301 IGR J11215−5952 2018-12-30 12:46:57 2018-12-30 20:50:37 17.1 <0.006 (c) –
0823990401 IGR J16418−4532 2019-02-21 06:06:15 2019-02-21 12:37:19 16.3 41.9 3.5
0823990501 AX J1949.8+2534 2018-10-25 17:40:29 2018-10-26 01:47:21 22.3 0.8 3.72
0823990601 IGR J16479−4514 2018-08-28 06:19:06 2018-08-28 14:01:46 9.3 13.3 4
0823990801 IGR J18462−0223 2018-10-21 17:00:27 2018-10-2 15.3 0.2 3.5
0823990901 IGR J16328−4726 2018-09-18 15:26:40 2018-09-18 22:02:40 14.3 2.2 4
0823991001 SAX J1818.6−1703 2019-03-13 17:04:48 2019-03-13 23:24:12 18.9 3.0 4
0844100101 IGR J18410−0535 2019-10-18 17:52:09 2019-10-18 23:21:30 17.0 <0.02 (c) –
0844100701 IGR J18450−0435 2019-09-27 08:37:04 2019-09-27 16:49:43 24.0 2.7 3.5

Notes. We reported for completeness the total available exposure time for each observation after the application of the good time intervals, the
estimated flux of time averaged spectra, as well as the energy EHR used to separate the soft and high-energy bands in the computation of the
HR (see Sect. 2.1 for details). (a)EPIC-pn exposure after filtering. (b)Absorbed flux in the 1–10 keV energy band. (c)We set an upper limit at 90%
confidence level on the unabsorbed flux, as the target is not detected in this observation. See Sect. 2.3 for details on the computation.

and MOS2, the background extraction regions were placed in the
external detectors, as suggested by the standard XMM-Newton
analysis guidelines2, and characterized by a radius of 1200 pixels
excluding any eventual serendipitous source. In the two observa-
tions where the targets were not detected (observation identifier,
OBSID 0823990301 and 0844100101, see Table 1), we used
a source (background) extraction region with a radius of 550
(2400) pixels to compute a 90% c.l. upper limit on the source
X-ray emission in the 1–10 keV energy band. The size of the
extraction regions was chosen to be large enough to minimize
statistical fluctuations in the spectra used to compute the upper
limits (see also Sect. 2.3).

Following the successful approach of BZ17, we searched for
variations of the ratio between the source light curves extracted
in two different energy ranges, that is, the so called hardness ratio
(HR), in order to highlight the presence of possible spectral vari-
ability. The soft light curve of each source was extracted between
0.5 keV and 3−4 keV, a value that is reasonably close the source
photon median energy and the energy at which photo-electric
absorption becomes ineffective; the precise upper boundary of
the soft light-curve energy band for each source is reported in
Table 1 and indicated as EHR. For each source, we summed the
light curves of the three EPIC cameras and adaptively rebinned
them adopting a minimal signal-to-noise ratio (S/N; using the
softer one for reference) by accumulating the counts until a pre-
defined S/N threshold is reached. The adaptive rebinning was
applied starting from the beginning of each observation. The
S/N threshold used for most sources is 20, with the exceptions
of OBSID 0823990601 and 0823990901, where it was set to 15
due to the lower statistics of the data. In OBSID 0823990801,
the source IGR J18450−0435 was so weak that even by reducing
the S/N threshold to 8, we were not able to see any significant
variation in the HR. The large variability of the SFXTs across
different sources but also for the same source across different
observations does not usually make it possible to define a unique
S/N for all cases. We verified here, as well as in our previous
publications that exploited the same adaptive rebinning method
described here, that reasonable variations of this parameter do
not affect spectral results, although some fine tuning helps in
improving the contrast in spectral variability.

2 https://www.cosmos.esa.int/web/xmm-newton/
sas-threads

We determined where the HR underwent significant changes
by using the Bayesian Blocks analysis (Scargle et al. 2013), a
technique that has also been previously used in the field of
SFXTs by Sidoli et al. (2019) to identify intervals of signifi-
cant intensity variability in the light curves of a sample of these
objects observed by XMM-Newton. The block fitness function
used is the one for point measurements and the ncp_prior was
chosen to have a false-alarm rate of around 1% using Fig. 6 of
Scargle et al. (2013). We verified that the number of spurious
changes of the HR was compatible with expectations by running
a sample of 50 simulations with constant count rate drawn from
a distribution with noise equivalent to the measured light curve
of each source. The time intervals identified with this technique
where the HR is revealed to undergo significant variations were
used to extract simultaneous spectra for the three EPIC cameras
for each source (the so-called HR-resolved spectra). The light
curve and HR for each source are shown in the two upper pan-
els of Fig. 1. We note that the plot corresponding to the source
IGR J18462−0223 is not reported, as no significant variation of
the HR could be revealed.

In order to determine the best spectral model to be used
for the HR resolved spectra, we extracted the average spec-
trum of each source by integrating over the entire exposure
time available in each observation. Being endowed with the best
achievable statistics for a specific observation, these total spectra
allow us to find the most appropriate description of the source
X-ray emission in the XMM-Newton energy band (this is the
same technique that we adopted in a number of our previous
papers on the SFXTs (see, e.g., Bozzo et al. 2011, 2015, BZ17).
The spectral analysis was performed in all cases with Xspec
version 12.10.1f (Arnaud 1996 using the W statistic (cstat))
after optimally grouping each source spectrum as described in
Kaastra & Bleeker (2016). We excluded from all fits data below
0.55 keV and above 10 keV for the EPIC pn and MOS1, while
MOS2 data were discarded also between 0.55 keV and 2 keV
because of clear instrumental residuals in this energy band in
contrast with those observed in the simultaneous MOS1 and
EPIC pn spectra (but see also deviations in Sect. 2.2).

Based on our long-standing expertise on the analysis of
SFXTs with XMM-Newton, we first attempted to fit the time-
averaged spectra of all sources with a simple absorbed power-
law model. This model provided acceptable results only in the
cases of IGR J18462−0223 and IGR J16328−4726. In all other

A73, page 3 of 11

https://www.cosmos.esa.int/web/xmm-newton/sas-threads
https://www.cosmos.esa.int/web/xmm-newton/sas-threads


A&A 642, A73 (2020)

Fig. 1. Top panels: adaptively rebinned light curve in the full energy band (0.5–10 keV) for each source. Second panel from the top: corresponding
HR. Vertical solid red lines indicate the time intervals during which the Bayesian block analysis identifies significant changes in the HR and that
were used for the extraction of the HR-resolved spectra. The best-fit parameters with 1-σ confidence intervals of the spectra analysis are reported
in the panels below (the parameter labeling is the same as in Table 2).

cases, the simple absorbed power-law model left evident struc-
tures in the residuals from the fits at both the lower and upper
energy bounds covered by the EPIC cameras. We were able to
significantly improve the fits for almost all of these sources (the
only exception being IGR J18483−0311; see later in this section)

by adopting a power-law model obscured by two layers of neu-
tral absorption, one completely covering the source (TBabs in
Xspec) and the other partially extinguishing it (pcfabs). Abun-
dances were set to Wilm (Wilms et al. 2000) and cross section to
the values reported in Verner et al. (1996) for all cases, following
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Fig. 1. continued.

the common approach for SFXT sources and HMXBs in gen-
eral (see, e.g., Walter et al. 2015, and references therein). Cross-
calibration uncertainties and data-selection effects induced by
the instrument good time intervals were accounted for in all
cases by introducing cross-calibration constants in the fits. These
all turned out to be close to unity.

For all fits, we first performed a preliminary minimization
using the Levenberg-Marquardt algorithm based on the CURFIT
routine from Bevington. We then explored the space of each free
parameter using a Monte Carlo Markov chain (MCMC) gener-
ated by the Goodman-Weare algorithm with 40 walkers, a length
of 26 000, and a burning phase length of 6000. We adopted Jef-
freys priors for the unabsorbed power-law flux and absorption
column densities. The latter were constrained within the lim-
its of 1021 and 1024 cm−2. We used linear priors for the cover-
ing fraction and power-law photon index, limited in the intervals
0−1 and −1−6, respectively. From the posterior distributions, we
determined the equivalent 1-σ uncertainties on each fit parame-
ter for each source using the 16 and 84% percentiles. To test
the statistical goodness of our model, we took 100 parameter
realizations from the MCMC and simulated the EPIC spectra
with the exposure time and the background count-rate equiva-
lent to the measured ones. We then computed the fit statistics
and compared the resulting distribution with the best-fit value.
Generally, we found that from 20 to 60% of the simulated spec-
tra were characterized by a C-stat larger than the best-fit C-
stat. There are two exceptions to this finding. The first concerns
OBSID 0823990901, for which the time-averaged spectrum is
noisy at low energy owing to background fluctuations, and
the second concerns OBSID 0823990201, whose time-averaged
spectrum showed convincing evidence for an additional spectral
component below ∼2 keV (see below).

We note that the Bayesian posterior sampling could be sen-
sitive to the particular algorithm used to explore the parameter
space, and therefore we also verified that the posteriors deter-

mined with the Goodman-Weare algorithm were consistent with
the ones determined using the multi-nest method (Feroz et al.
2009) in each average spectrum. For this task, we exploited the
BXA interface to Xspec (Buchner et al. 2014). Results were in
all cases consistent (within uncertainties), and so in the following
we use and report only the results obtained with the Goodman-
Weare algorithm.

The results of this analysis are shown in Table 2. For
all these sources, the same model was also used to fit the
HR-resolved spectra and all results (best-fit spectral parameters
vs. time) are shown in Fig. 1. We note that in the case of the
source IGR J18462−0223 only the time-averaged spectrum was
extracted due to the low statistics of the data and the lack of any
significant HR variability.

The only source for which averaged and HR-resolved spec-
tra could not yet be satisfactorily fit with the partial absorbed
model is IGR J18483−0311 (OBSID 0823990201). In the case
of this source, the fit with the partial absorbed model left evi-
dent residuals at energies .1.8 keV. We attempted to improve the
fit by changing the partial absorbing component with any other
physically motivated component usually adopted for SFXTs
(e.g., black body, disk black body, breemstrahlung, additional
power-law). None of these attempts resulted in an acceptable
fit. We therefore concluded that a further spectral component
was needed in addition to those already included in our partially
absorbed model. We found that the addition of a component
likely emerging from the wind of the supergiant star (see, e.g.,
Bozzo et al. 2010; Sidoli 2010) and originated from a plasma in
ionization equilibrium (APEC model in Xspec) could remove
the most significant structures in the fit residuals (see Fig. 2).
We summarize all results obtained from the fit with this model
to the IGR J18483−0311 data in Table 3.

We verified that the parameters of the APEC component
could not be constrained in the fits to the HR-resolved spectra of
IGR J18483−0311, and therefore we kept in these cases both the
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Table 2. Summary of the results obtained from the fits to the average spectra from the XMM-Newton observation of each considered source.

OBSID 0823990401 0823990501 0823990601 0823990801 0823990901 0823991001 0844100701

nH 9.0± 0.5 3.3± 0.6 18± 5 27± 6 19± 1 3.5± 0.8 4.0± 0.4
nH,pc 21± 1 7.5± 1.9 36± 3 – – 9.2± 0.9 13± 2
Cov. frac. 0.71± 0.03 0.77± 0.09 0.90± 0.06 – – 0.90+0.04

−0.05 0.74± 0.03
Γ 1.27± 0.04 2.4± 0.2 1.4± 0.1 2.4+0.3

−0.2 1.5± 0.1 1.88± 0.10 1.96± 0.10
Flux (1−10 keV) 90± 3 2.0+0.4

−0.3 46± 5 1.1+0.4
−0.1 6.7± 0.5 5.9± 0.4 8.2± 0.7

Cstat/d.o.f. 305/272 264/242 241/218 326/234 165/135 254/244 302/253

Notes. In the table, nH is the absorption column density in the direction of the source, nH,pc is the absorption column density of the partial covering
component, Cov. frac. is the corresponding covering fraction, and Γ is the photon index of the power-law component. We also provide the flux
measured in the 1−10 keV energy band (in units of 1× 10−10 erg cm−2 s−1 not corrected for absorption) and the value of the C-statistics together
with the degree of freedom of each spectrum.

Table 3. Same as Table 2 but here the results are shown in the specific
case of IGR J18483−0311 which is the only source requiring the addi-
tion of an APEC spectral component to acceptably fit its X-ray spec-
trum.

OBSID 0823990201

nH,APEC 2.0± 0.2
kTAPEC 0.16± 0.02
NAPEC 0.031+0.021

−0.014
nH 6.4± 0.3
nH,pc 13± 1
Cov. frac. 0.60± 0.03
Γ 1.63± 0.03
Flux (1−10 keV) 98± 2
Cstat/d.o.f. 441/317

Fig. 2. Unfolded spectrum of IGR J18483−0311, together with the best-
fit model summarized in Table 3. The residuals from the fit are shown in
the lower panel. Data points and lines in black correspond to the EPIC-
pn data, while those in red and green represent the MOS1 and MOS2
data, respectively.

APEC temperature and column density fixed to the values mea-
sured from the time-averaged spectrum. Only the normalization
of the APEC component was left free to vary in the HR-resolved
spectra (see Fig. 3 for the best-fit parameters).
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Fig. 3. Same as Fig. 1 but in the case of the source IGR J18483−0311,
which is the only one requiring the addition of an APEC component to
satisfactorily fit its time-averaged spectrum (see text for more details).

We performed a systematic search for correlations between
the best-fit parameters obtained from the HR-resolved spectra of
all analyzed sources. In each source, the linear correlation was
computed between two fit parameters taking into account uncer-
tainties in both variables and extracting their values from a sym-
metric Gaussian distribution with standard deviation determined
from half the 16–84% posterior interval. We were not able to find
any significant correlation, the only exception being the obvi-
ous case of the source IGR J16418−4532, where the covering
fraction appears to be clearly anti-correlated with the count rate
(see Fig. 4). In this case, the Person’s coefficient 1-σ interval in
our bootstrapped realization is contained between 0.48 and 0.62,
while the slope is −0.14 ± 0.02 at 68% c.l.
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2.2. Optimization of our standard analysis

We list in this section a few deviations from the description of
the general data reduction and analysis provided in the previous
section. Although the main analysis steps are the same for all
observations, as illustrated below, some data sets required some
ad-hoc adjustment of the general procedure to avoid any spurious
alteration of the spectral-fit outcomes. This has been a common
practice for our previous publications on the subject (see, e.g.,
BZ17). For OBSID 0823990201, we excluded data after 2019-
04-07 at 11:10:56 because a particularly bright solar flare made
the data unusable from this time until the end of the planned
exposure. No other filtering was required in the remaining part
of the observation. For this observations, the somewhat lower
absorption than in other cases (see Sect. 3) allowed us to also
use MOS2 data in the energy range 0.55−2 keV as no anoma-
lous residuals were found compared to the other EPIC cameras.
For OBSID 0823990401, we excluded EPIC-pn data up to 2 keV
and MOS1 from 1.2 to 1.5 keV, due to evident background-
induced residuals. For OBSID 0823990601, we used for the sci-
entific analysis only data collected from 2018-08-28 at 10:47:44
onward, that is, 16 ks after the nominal start of observation. This
was necessary in order to exclude an initial time interval in which
the source was too weak to obtain meaningful results. Only a
few minor solar flares were observed in the following period,
resulting in an almost negligible good time interval filtering. The
lower energy bound of EPIC-pn data for the spectral analysis
is set to 2 keV because of residuals in the fits not compatible
with those of the MOS1, indicating a clear instrumental origin.
For the same reason, MOS2 data were excluded below 3 keV. As
known from previous publications (Zurita Heras & Chaty 2009),
IGR J18450−0435 is located close to a known active galac-
tic nucleus. Therefore, in OBSID 0844100701, we limited the
source-extraction region to 640 pixels in imaging mode and
to a width of 32 RAWX units for timing mode. In the case of
OBSID 0823990901, MOS1 was operated with a closed filter
for virtually all available observational time and no useful data
could be exploited for the scientific analysis. Due to instrumental
residuals, the MOS2 data below 3 keV were ignored.

2.3. Computation of flux upper limits

During OBSID 0823990301 and 0844100101, the targets were
not detected by XMM-Newton. To compute the upper limits on
their X-ray emission, we searched in the literature for the most
common spectral model used to describe the X-ray emission
from IGR J11215−5952 and IGR J18410−0535 in an energy
band compatible with that of the XMM-Newton EPIC cam-
eras. For IGR J18410−0535, we adopted the absorbed-power-
law model used by Bozzo et al. (2011) in the first bin of their
light curve. To the best of our knowledge, this is the most
accurate description of the source spectrum at low luminosity.
For IGR J11215−5952, we adopted the partial covering model
for the average spectrum reported in Sidoli et al. (2017, their
model 2 in Table 1). We set Gaussian priors to all model param-
eters except the integrated flux of the power law in the 1–10 keV
band, for which we use a Jeffrey’s prior. The Gaussian average
is the literature best-fit parameters, while the standard deviation
is the average of the upper and lower uncertainties scaled at 68%
c.l. We used data for EPICpn only, as it is critical to estimate the
background very close to the source and this is better achieved in
full window mode. After running the Goodman-Weaver MCMC
chain in Xspec, we determined the upper 90% percentile on the

normalization as the unabsorbed flux upper limit. The results are
reported in Table 1. For the MOS cameras, uncertainties linked
to background subtractions far from the source-extraction region
prevent a meaningful estimation of the upper limit.

3. Results

The light curves of the different sources displayed in the top pan-
els of Fig. 1 show that our observational program has been suc-
cessful, as up to several flares are detected in most of the ∼20 ks
XMM-Newton pointings. This was expected based on our current
knowledge of the SFXTs from literature results and long-term
studies carried out especially with Swift/XRT. The only excep-
tions are the sources IGR J11215−5952 and IGR J18410−0535,
which were not detected during the XMM-Newton observation,
as well as the source IGR J18462−0223, which was caught in a
low activity state. We comment below individually on the results
obtained for each source included in the present study.

IGR J18483−0311: Our XMM-Newton observation found the
source in a remarkably active state and a total of at least six flares
were recorded in less than 30 ks. Some of these flares achieve
a count rate as high as ∼25 cts s−1 in the EPIC-pn camera (see
Fig. 3). Although the observed flares are bright, the variations of
the HR are relatively limited (less than a factor of two). Look-
ing at the relevant plot in Fig. 3, we note that the lowest HR
values are recorded in between flares around 10 ks, 12 ks, 17 ks,
and 24 ks from the beginning of the observation. The analysis of
the HR-resolved spectra revealed hints of a lower covering frac-
tion during the low-HR time intervals (especially for the interval
around 24 ks) and a correspondingly increased absorption col-
umn density. There seems to be some evidence for a larger cov-
ering fraction during the rises and peaks of the flares, although
our sample size is not sufficiently large to obtain any statisti-
cally significant results (throughout the paper we refer to rises
and decays of the SFXT flares following the same definition and
approach used in our previous paper BZ17). The normalization
of the APEC component was in general poorly constrained and
we could not find indications of any significant variability during
the selected time intervals for the spectral analysis. However, it
should be noted that including this component in all fits avoided
any bias during the comparison of the results obtained from dif-
ferent time intervals.

IGR J16418−4532: Among the observations presented in
this paper, OBSID 0823990401 is certainly the most interest-
ing. Looking at the relevant plot in Fig. 1, we can see that the
source underwent at least five distinct flares and displayed a
progressively decreasing HR which varied by a factor of approx-
imately seven between the beginning and end of the observa-
tion. Apart from the overall progressive decrease, the recorded
HR shows significant increases at the flare rises and abrupt
decreases toward the flare peaks. The results of our spectral anal-
ysis reported in Fig. 1 confirm that the progressive change in the
HR is due to a variation of the column density. This analysis
shows that the increases of the HR during the rises to the flares
are also associated with increases in the absorption column den-
sity, while the drops of the HR during the peaks of the flares are
associated with both a decrease in the absorption column den-
sity and in the covering fraction. This conclusion is further con-
firmed by the detection of a significant anti-correlation between
the source count rate and the covering fraction displayed in Fig. 4
and introduced earlier in Sect. 2.1.
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Fig. 4. Correlation between the covering fraction and the source count
rate in IGR J16418−4532 (OBSID 0823990401). The shaded region
indicates the envelope of the correlation curves at 1σ confidence level.

We note that these variations cannot be related to the pulsa-
tions from the source as the latter occur recurrently on a much
shorter timescale (∼1210 s; see, e.g., Drave et al. 2013, and ref-
erences therein). To search for pulsations in our data set, we
performed an epoch folding search (Leahy 1987) on the com-
bined 0.5–10 keV light curve of the source with bins of 10 s.
We explored frequencies from 0.5 to 3.3 mHz with no weight-
ing using 16 phase bins. The lower limit is chosen to exclude
the secular trend from the periodogram red noise and the upper
limit is determined from the light-curve binning. To subtract the
red noise, we fit a power law to the frequency dependency of
the χ2 and found a slope of 0.99 ± 0.03 with normalization at
1 Hz of 3.1 ± 0.5 × 10−3. We subtract this function and add the
expectation value of a χ2 distribution with 15 degrees of free-
dom and obtain the curve of Fig. 5. The most prominent peak is
at a frequency of 0.827 ± 0.003 mHz, corresponding to a period
of 1208 ± 4 s; two other peaks are present at twice and three
times the base frequency. We consider the peak at 1.25 mHz as
spurious. Following D’Aì et al. (2011), we determine the period
uncertainty as Pmax/2Nph∆t, where Pmax is the peak frequency,
∆T the observation duration, and Nph the number of trial phase
bins. To asses the significance of the peak, we compute an expo-
nential fit to the histogram of de-redenned χ2 between the values
20 and 50 using an exponential function (K exp(−bχ2)). We find
K = 230 ± 30 and b = 0.104+0.006

−0.003 at 68% c.l. We then compute
the 90% quantile of the integrals of the normalized exponential
fitting function above the χ2 value of the peak. Converting this
probability into standard deviations of a normal distribution, we
find that the main peak has an equivalent significance of 3.7σ. If
we compute the combined probability that also the harmonics are
present, we reach a robust detection of the pulsation at 5σ. Our
detection of the spin period in these observations is in line with
previous findings by Sidoli et al. (2012) and Drave et al. (2013)
and does not yield any measurable spin evolution.

AX J1949.8+2534: this source was caught by XMM-Newton
in a relatively faint state, but we recorded an overall variation in
the HR by a factor of ∼2.5 across the observation. The results
of the HR-resolved spectral analysis in Fig. 1 suggest a similar
situation to that reported for the previous source, with an overall
decrease of the absorption column density during the observa-
tion, although these variations are marginally significant. There
is evidence of a short, faint flare about 13 ks after the beginning
of the observation but the event was too brief (about 1 ks) and
was too faint to carry out any meaningful, more detailed investi-
gation.

Fig. 5. Periodogram of IGR J16418−4532 (OBSID 0823990401)
obtained with epoch folding using 16 phase bins. Red noise has been
modeled and subtracted. The red vertical dashed lines correspond to the
pulse frequency of 0.827 mHz and its two harmonics.

IGR J16479−4514: This source displayed a remarkable
increasing HR, reaching a value about ten times higher from
the beginning up to the first 12 ks of the observation and under-
going an abrupt decrease by a factor of approximately two at
the very end of the observation (the last ks; see Fig. 1). The
progressive increase in the HR together with the correspond-
ing increase in the source count rate strongly resemblers what
is usually observed during the egress from an X-ray eclipse.
IGR J16479−4514 is known to display X-ray eclipses (see, e.g.,
Bozzo et al. 2009), and if we consider the most recently pub-
lished ephemeris of the source (Coley et al. 2015), it is possi-
ble to show that the XMM-Newton observation studied in this
paper is compatible with being the egress from an eclipse. The
increase in the source count-rate across the XMM-Newton obser-
vation is therefore likely associated with the source ramping up
to its usual emission state and it is not a flare. The sudden drop
in the HR at the very end of the observation remains puzzling.
Results of the HR-resolved spectral analysis do not show a clear
trend and it is likely that the progressive increase in the HR is
the combined effect of slight variations in several parameters
(absorption column density, covering fraction, power-law photon
index). There is some evidence that a decrease in absorption col-
umn density and an increase in the covering fraction may explain
the abrupt decrease of the HR in the last thousand seconds of this
observation.

SAX J1818.6−1703: This source underwent two relatively
faint flares during the XMM-Newton observation (Fig. 1).
Although the data signal to noise ratio is far too low to perform
a detailed study of the HR variations within the rises and decays
of the two flares, our HR-resolved spectral analysis (Fig. 1)
revealed a progressive increase in the absorption column density
during the entire observation, accompanied by a softening of the
power law and a marginally significant decrease of the covering
fraction. Although the source ephemeris has been reported in
the literature (Bird et al. 2010), we were unable to determine the
orbital phase of the present XMM-Newton observation. This is
due to the relatively large uncertainty associated with the orbital
period in the available parameters and the extrapolation of the
orbital phase up to 2019.
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IGR J16328−4726: This source underwent two flares during
the observation and displayed a relatively limited but interesting
variation of the HR (see Fig. 1). The HR is observed to increase
toward the peak of the flares and decrease between them. Our
HR-resolved spectral analysis revealed that the increase is the
result of two opposite effects. On the one hand, the absorp-
tion column density rises at the onset of the flare and decreases
toward the peak. On the other hand, there is a substantial harden-
ing of the power-law photon index from the onset to the peak of
the flare that compensates the variation of the absorption column
density and contributes to making the overall source spectral
emission harder at the peaks of both recorded flares. The emis-
sion during the quiescent time interval between the two flares
is characterized by a low HR which results uniquely from the
low absorption column density (the lowest measured during the
entire observation) as the power-law photon index is the hardest
measured across the ∼25 ks spanned in the OBSID 0823990901.

IGR J18450−0435: This source underwent three faint flares
during the ∼20 ks XMM-Newton observation. Although its flux
is similar to that of the source SAX J1818.6−1703, the overall
variation of the HR was slightly less pronounced (Fig. 1) and our
HR-resolved spectral analysis could not identify any significant
spectral change (although all measured values of the spectral
parameters are endowed with fairly large error bars; see Fig. 1).

4. Discussion and conclusions

This paper reports the results obtained from the first ten obser-
vations of our ongoing monitoring program of the SFXTs with
XMM-Newton and serves as a demonstration that our program,
although it began only recently, is successfully delivering the
expected outcomes. The program is carrying out observations
in the direction of all known SFXTs, each of roughly 20 ks in
duration, in order to populate the database of flares observed
from these sources with the only X-ray facility that is endowed
at present with sufficient sensitivity and spectral resolution to
detect fast spectral variations during these events. As discussed
in the literature, such studies might ultimately help us to under-
stand the mechanism(s) driving the peculiar behavior of the
SFXTs in X-rays (see also Sect. 1). So far, most of the already
performed 20 ks pointings caught from one to six flares from the
targeted SFXTs.

The richest dataset acquired so far, and certainly the most
intriguing, is that for the SFXT IGR J16418−4532. This source
displayed a progressive decrease in absorption column density
along the entire XMM-Newton observation in addition to sig-
nificant swings of the same spectral parameter during the rise
and decay from the flares3. This behavior is remarkably simi-
lar to that observed in the case of the SFXT IGR J17354−3255
during the XMM-Newton OBSID 0693900201 (see Fig. 9 in
BZ17). Following our previous interpretation of the event
from IGR J17354−3255, we also suggest that in the case of
IGR J16418−4532, XMM-Newton might have observed a rela-
tively rare case in which a large massive clump passed in front
of the neutron star along the line of sight to the observer. Such an
event causes substantial obfuscation of the X-ray source due to
the increased local absorption column density, and the flares that
are observed during the pointing are likely triggered by some

3 We note that our XMM-Newton observation did not occur during the
eclipse of the source as the time of the observation is incompatible with
the expected times according to the ephemeris reported by Coley et al.
(2015) also when all uncertainties are taken into account.

part of this possibly structured clump onto the NS. Interestingly,
the reported increases in the absorption column density during
the rises of flares and the abrupt decreases close to the peaks
are similar to what has been observed in the past in several
SFXTs (BZ17). These decreases were interpreted as being due
to the approach of a clump (or some structures within it) to the
neutron star (during the rises from the flare) and the photoion-
ization of the clump material shortly after the flare reached a
sufficiently high luminosity (close to the peak). The significant
anti-correlation between the count rate and the absorption cover-
ing fraction is a further indication that increasing radiation tends
to clear up wind clumps around the neutron star. These trends in
the spectral variability support the idea that clumps play a major
role in triggering the flares and/or outbursts from SFXTs. How-
ever, as mentioned in previous studies, it cannot be excluded that
additional mechanisms are at work to inhibit accretion in SFXTs
for most of the time and permit accretion only when the increase
in the local mass accretion rate caused by the clump is hamper-
ing their effectiveness in controlling the accretion flow (see, e.g.,
the discussion in Bozzo et al. 2015, and references therein).

In the past, IGR J16418−4532 has also shown other episodes
of intriguing X-ray activity. During another XMM-Newton obser-
vation, Drave et al. (2013) reported a large temporary increase
in the local absorption column density that lasted about 1 ks and
occurred slightly before the rise of a flare. This occurrence was
also interpreted in terms of a clump approaching the NS and
then being accreted onto the compact object (giving rise to the
subsequent X-ray flares). In 2011, a peculiar episode of unusual
low-variability emission was observed with XMM-Newton and
ascribed to the possible switch from the usual wind-accretion
regime to a Roche-Lobe overflow regime, during which an accre-
tion disk is suspected to form around the NS (Sidoli et al. 2012).
This conclusion remained speculative, given the lack of direct
evidence of the presence of an accretion disk, as well as the lack
of other similar events during later observations of the source.
Although the dynamic range of the X-ray luminosity displayed
by IGR J16418−4532 is somewhat on the low side compared to
most of the SFXTs (see also the discussion in Bozzo et al. 2015),
the observational findings on this source make it one of the most
promising candidates to search for spectral variability during and
in between flares.

A number of other sources reported in this paper showed
some similarity in their spectral variability during flares with
IGR J16418−4532, especially for what concerns the changes in
the absorption column density. Of particular interest for the goal
of our analysis is the detection of enhancements in the absorption
column density just before or during the rise of a flare, as well as
the decrease in the nH at the peak of the flares. As summarized
in Sect. 1 and briefly mentioned earlier in this section, similar
indications support the idea that clumps are key players in driv-
ing the variability of SFXTs. In Sect. 3, we show that evidence
for a similar behavior could be obtained for IGR J16328−4726
and, albeit with greater uncertainty due to the low sample size,
in the source AX J1949.8+2534. IGR J16479−4514 showed evi-
dence of decreasing absorption column density close to the peak
of a possible flare, although this result has to be taken with cau-
tion because XMM-Newton most likely caught the source while
emerging from an X-ray eclipse.

For the remaining sources, the interpretation is less clear.
IGR J18483−0311 displayed several bright flares but despite the
highest count rate achieved compared to all other sources pre-
sented here, the overall variation of HR remained relatively low.
We were not able to reveal the expected rises of the nH close
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to the onset of the flares, or the drops around their peaks. We
found evidence of a larger covering fraction during the most
intense X-ray luminosity time intervals and lower values of the
same parameter during the times between the flares. In the con-
text of a clumpy wind interpretation, we could argue that during
this specific XMM-Newton pointing the source was located in a
particularly dense region of the wind and flares were triggered
by just modest variations of the local mass accretion rate likely
overwhelming the effect of the mechanisms usually inhibiting
accretion. The higher covering fraction during the flare might
indeed be connected to the slightly larger amount of accreting
material from the stellar wind approaching the NS. A similar
scenario could be applicable in the case of SAX J1818.6−1703,
which showed tentative evidence of a decrease in the cover-
ing fraction during the lowest emission time interval toward
the end of the XMM-Newton observation. The soft APEC com-
ponent revealed in the spectrum of IGR J18483−0311 could
not be studied in great detail, because few counts are recorded
below ∼2 keV (especially its variation as a function of time
and/or HR). However, its detection is already quite interesting
because it likely indicates the presence of a strong stellar wind,
as suggested in the case of a similar soft spectral component
revealed in the X-ray emission of the SFXT IGR J08408−4503
(Bozzo et al. 2010; Sidoli 2010). Should shocks be present in
supergiant star winds, as predicted by one-dimension numerical
simulations (Feldmeier 1995; Feldmeier et al. 1997), at least part
of the flares could be due to drops of the wind speed and con-
sequent increases of the accretion radius. These flares would not
be necessarily associated to column density enhancements.

In the cases of IGR J16479−4514 and IGR J18450−0435, we
were not able to investigate the HR variations in detail because of
the complication of the egress from the eclipse and the low sig-
nal to noise, respectively. Previous publications in the literature
have shown that these sources can display extreme variability
(see, e.g., BZ17, Sidoli et al. 2006, 2017; Zurita Heras & Chaty
2009, and references therein), and therefore additional observa-
tions with XMM-Newton in the future might help us to catch
bright flares and achieve a better understanding of the physical
conditions in their accretion environments.

Two sources in our sample were not detected during
the corresponding XMM-Newton observation. In the case of
IGR J11215−5952, we determined a 90% c.l. upper limit of
6× 10−15 erg cm−2 s−1 on its 1−10 keV unabsorbed X-ray emis-
sion, corresponding to a luminosity of 4× 1031 erg s−1 (assum-
ing a distance of 7 kpc; see Sidoli et al. 2017, and references
therein). To the best of our knowledge, this is the lowest flux
ever recorded from this source (see also Sidoli et al. 2020, for
recent nondetections). This low luminosity, if confirmed, would
not be surprising, as IGR J11215−5952 is known to have a long
and eccentric orbit which would naturally cause the mass accre-
tion rate to drop dramatically when the NS is far away from
periastron. As the orbital period of the source is ∼165 days and
the last accurately observed outburst occurred on 2016 Febru-
ary 14, we conclude that the XMM-Newton observation took
place about 60 days after the closer expected outburst, likely in
a region of the orbit where the mass accretion rate is too low to
give rise to detectable X-ray emission. Although we only have
one deep upper limit so far, the availability of further high-
sensitivity observations with XMM-Newton along the orbit of
IGR J11215−5952 might help us to make a full comparison with
the NS Be X-ray binaries which are endowed with similarly high
eccentricity and elongated orbits but are often also detected in
X-rays (including pulsations) during time intervals away from
periastron (see Doroshenko et al. 2014, and references therein).

Due to its peculiar orbital configuration and the uniqueness of
its periodic outbursts among the SFXT sources, it was already
claimed in previous papers that IGR J11215−5952 could be the
missing link between SFXTs and the longer known class of Be
X-ray binaries (Liu et al. 2011).

The estimated upper limit on the X-ray emission from
IGR J18410−0535 measured during the XMM-Newton observa-
tion 0844100101 provided, to the best of our knowledge, again
the lowest luminosity value for this object (see Sidoli et al. 2008;
Bozzo et al. 2011, and references therein). As our upper limit is
a factor of approximately ten deeper than previously reported
values, this result increases the dynamic range displayed by
IGR J18410−0535 up to ∼5× 104. This is still well within the
dynamic ranges displayed by the SFXTs, with a maximum
of ∼106 being achieved by IGR J17544−2619 (Romano et al.
2015).

As evidenced by the above summary, the monitoring pro-
gram of the SFXTs that we are pursuing with XMM-Newton is
already providing intriguing and useful results, in accordance
with expectations. Further XMM-Newton observations of a sim-
ilar duration to those reported here are currently ongoing for a
number of other confirmed SFXT sources. When a large number
of flares per source have been observed (&25), it will be possi-
ble to perform more statistically signficant analyses on the prop-
erties of the fast spectral variability during these events across
the entire SFXT class, as suggested and initiated by BZ17. This
will be a powerful tool to significantly improve our understand-
ing of the mechanisms triggering the peculiar X-ray variability
of SFXTs, possibly going quantitatively beyond the simplistic
assumption that most of the variability is related to stellar wind
clumps and providing reliable estimates of the physical proper-
ties of these structures in cases where they are being accreted by
the NS and cases where they are simply passing along our line
of sight to the compact object.
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